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Abstract

A model is presented for mathematically describing the thermo ‡uid dynamics of dense,
reactive, gas-solid mixtures. The model distinguishes among multiple particle classes, either
on the basis of their physical properties (diameter, density) or through their thermo-chemistry
(reactive vs. inert particles). A multi‡uid approach is followed where macroscopic equations
are derived from the kinetic theory of granular ‡ows using inelastic rigid-sphere models, thereby
accounting for collisional transfer in high-density regions. Separate transport equations are
constructed for each of the particle classes, allowing for the description of the independent
acceleration of the particles in each class and the interaction between size classes, as well as
for the equilibration processes whereby momentum and energy are exchanged between the
respective classes and the carrier gas. Aimed at high density suspensions, such as ‡uidized
beds, the relations obtained for the stress tensor are augmented by a model for frictional
transfer, suitably extended to multiple-class systems. Although applicable to general gas-
solid combustion systems, the model is combined here with a detailed, separately validated,
chemistry model describing the pyrolysis of biomass particles. The noteworthy novelties of
the model include: (i) a systematic and consistent derivation of the solids transport equations
and transport properties within the multi‡uid concept, allowing for non-equilibrium e¤ects
between the respective particle classes, (ii) the ability to explicitly account for the possibility
of porous solid fuel particles, and (iii) the modeling of multiple chemical reactions in both gas
and solid phases and the associated e¤ects of heat and mass transfer. The model is applied to
high-temperature biomass particle pyrolysis in a lab-scale ‡uidized bed reactor and is evaluated
on comparing yield of reaction products. The results indicate that the gas temperature is the
foremost parameter in‡uencing tar yield. The biomass feed temperature, the nature of the
feedstock, and the ‡uididization velocity, all have minor impact on the yield. It is also shown
that the gas temperature can be optimized for maximizing the tar yield.
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1 Introduction
Many practical multiphase ‡ow systems involve the ‡ow of a dense, reactive, gas-particle mixture.
Examples include coal combustion, catalyst regeneration and pyrolysis applications, among others.
Because of the lack of fundamental knowledge of both the ‡uid-mechanical and thermal behavior
of these systems, the design of these processes has been necessarily based on empirical correlations
and experiments performed in laboratory or pilot scale units. However, models and simulations of
these systems would allow the optimization of the processes and their scaling, without the need for
expensive and time consuming testing. This work is the …rst step towards providing such a model.
One of the distinctive characteristics of these dense ‡ows is that momentum and energy are

primarily exchanged through collisions between particles rather than through the gaseous phase
(Savage and Sayed, 1984). The particles then interact similarly to the molecules of a dense gas.
Jenkins and Savage (1983) …rst exploited this analogy and used a kinetic theory approach, based
on Gaussian velocity distributions, to derive macroscopic equations of the mixture. Since then,
this concept has been expanded and improved by considering more general velocity distributions
(Lun et al., 1984; Jenkins and Richman, 1985), important for more dilute regions, and by including
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e¤ects of the interstitial gas (e.g. Balzer et al., 1993), which may be important for small particles.
A crucial role in these theories is played by the ‘granular temperature’, the mean kinetic energy
associated with the velocity ‡uctuations of the particles. Reviews on granular ‡ows are given by
Campbell (1990) and Goldhirsch (1999).
Most of the modeling work performed so far has focussed on isothermal, monodisperse mixtures.

The majority of industrial interest, however, lies in systems that include multiple particle types
and reactive ‡ows, with their associated e¤ects of mixing, segregation and heat transfer (see the
recent review of Ottino and Khakhar, 2000 for segregation phenomena). Analyses of binary (or
multicomponent) dry granular mixtures are available (Farell et al., 1986; Jenkins and Mancini, 1987;
Jenkins and Mancini, 1989; Zamankhan, 1995), and are based on extensions of standard kinetic
theory of dense gases (e.g. Tham and Gubbins, 1971), appropriately modi…ed to include the e¤ect
of dissipation due to inelasticity. In all of the aforementioned references, equipartition of granular
energy of the respective particle classes is assumed. However, this assumption holds for molecular
systems where dissipative e¤ects are absent, and when the mass ratio of the respective particles is
moderate. For granular ‡ows, this assumption is inappropriate due to the dissipation associated
with the inelasticity of particle collisions. Furthermore, all aforementioned studies assume the drift
velocity between the respective particle classes to be small compared to a representative velocity of
particle ‡uctuation, an assumption that is inappropriate for more dilute granular systems subject
to body forces, causing appreciable drift (Gourdel et al., 2000).
The theoretical investigation of heat transfer in granular systems has been initiated only re-

cently. Louge et al. (1993) investigated the thermal behavior of a dilute suspension whereas Hsiau
(2000) has given a detailed analysis of the heat transfer coe¢cient for a wide region of particle
fractions, both for monodisperse and for binary mixtures. Theoretical foundations on dense, reac-
tive multicomponent, mixtures, where all of the above processes play a role, are virtually absent in
literature.
In the present study, we derive a comprehensive model for the ‡ow of a multicomponent, dense,

reactive, particle mixture. To this end, separate dynamic equations are derived for each particle
class describing the evolution of its mean velocity, temperature, etc. These transport equations are
coupled through source terms that describe the various non-equilibrium processes, such as mass,
momentum and energy transfer, both between particles and the gas, and between the respective
particle classes. The kinetic theory is based on a Gaussian approximation for the velocity dis-
tribution, assuming the spatial gradients of the mean variables to be small and the particles to
be nearly elastic. Detailed analysis of the heat transfer during a collision between particles indi-
cates that this constitutes a negligible contribution, and consequently the conduction in the particle
phases is treated as a self-di¤usion phenomenon, based on the recent analysis given by Hsiau (2000).
Other di¤usive contributions, resulting from the random motion of the particles are modeled in a
similar way. The source terms expressing the transfer mechanisms are obtained by averaging the
appropriate transfer correlations for a single particle.
As an application of the present work, the hydrodynamic equations are combined with a validated

chemistry model for the description of biomass particle pyrolysis, consisting of 7 solid species and 2
gaseous components. The complete model is then applied to the pyrolysis in a pilot-scale ‡uidized
bed and compared to appropriate experimental data of speci…c product yields.

2 Mathematical model
A continuum model is derived by applying separate averaging procedures for both the carrier gas
and solid phases. A phase ensemble average is used for the carrier phase, combined with a particle
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ensemble average where particle properties, such as velocity, are directly averaged. This is attractive
when resolution of the detailed degrees of freedom of the particles (e.g. internal temperature pro…les
or pro…les of the internal chemical composition) is undesirable or unnecessary.

2.1 Single particle biomass pyrolysis model

The particle pyrolysis model employed here is that of the detailed kinetics derived by Miller and
Bellan (1997), based on superimposed cellulose, hemicellulose, and lignin reactions. This enables
the simulation of di¤erent biomass feedstock through knowledge of the initial mass composition with
respect to these three primary components; biomass impurities are lumped with the hemicellulose
as this model correlated best with the experimental data. Each of the virgin components undergoes
the same generic competitive reaction scheme:

virgin(s)
K1¡! active(s)

active(s)
K2¡! tar(g)

active(s)
K3¡! Xchar(s) + (1¡X)gas(g)

tar(g)
K4¡! gas(g)

As indicated in the above kinetics scheme, the virgin components, the active intermediates and
the char are solid phase species, while tar and gas are vapor products; these species are not pure
chemical species but represent groups of compounds. All reactions are modelled with …rst order
Arrhenius kinetics; Ki = Ai exp(¡Ei=RT ), where the rate constants, Ai, activation energies, Ei for
reactions K1, K2, K3 and the mass ratio X are dependent on the particular component, whereas all
heats of reaction and secondary tar decomposition parameters (K4) are independent of the source
component.
This kinetics model combined with a porous particle ‡ow dynamics model yielded validated

predictions on tar/char yields ranging from the kinetically controlled region (micro particles) to
the di¤usion controlled limit (macro particles), cf. Miller and Bellan (1997). In the present paper,
for simplicity, the biomass pyrolysis is assumed kinetically controlled. This assumption may be
justi…ed in the dense particulate regime where contact between particles may induce fragmentation
(see Miller and Bellan, 1998, for a fragmentation model) and reduce the size of the particles to the
point where the internal temperature equilibrates rapidly. Thus, the particle temperature, its mass
and composition (global solid mass fractions) completely describe the state of the particle.
The sand and biomass particles are both solid and hence thermodynamically belong to the

same phase. They, however, have di¤erent physical properties and di¤erent temperatures, etc. In
particular, the biomass particles are porous whereas the sand particles are not. Therefore these
particle classes are handled separately.

2.2 Gas phase transport equations

As the procedure for phase ensemble averaging is well-known (Drew, 1983), we will restrict the
present discussion to the necessary results. The general ensemble average of a …eld quantity ª(x; t),
(x; t denoting space and time coordinates) is

< ª(x; t) >=

Z
ª(x; t)P (!)d! (1)
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where P (!) is the probability that a speci…c realization ! is encountered in the ensemble. The
gas-phase ensemble average and its density-weighted counterpart are de…ned Drew (1983) as ª ´<
Âgª(x; t) > =®g and eª ´< Âg½gª(x; t) > =®g½g, where ½g is the gas density, Âg denotes the phase
indicator of the gas phase which is unity in the gas phase and zero otherwise, and the gas phase
fraction, ®g, is de…ned as the ensemble average of the indicator function, i.e. ®g =< Âg >. The
average transport equations for the gas phase now follow by multiplying the local instantaneous
equations (the Navier Stokes set supplemented with energy and species equations) by the phase
indicator and ensemble averaging:

@(®½)g
@t

+r ¢ (®½eu)g = ¡g (2)

@(®½u)g
@t

+r ¢ (®½eueu)g = r ¢ ®[¡p+ ¿ +§Reg ]g + ®g½gfg+Mg + ¡gu
i
g (3)

@(®½eh)g
@t

+r ¢ (®½eueh)g = ¡r ¢ ®[q+ qRe]g + Fg + ¡ghig (4)

@(®½eY»)g
@t

+r ¢ (®½eueY»)g = ¡r ¢ ®[jg» + jRe» ]g + ®g½g eRg» +Hg» + ¡gY ig»: (5)

Here, the main variables are the gas velocity u, the speci…c enthalpy h, the gas pressure p, and
the mass fractions of specie », Y». ¿ , q, and jg» denote the molecular viscous stress, the molecular
heat ‡ux vector and the species di¤usion ‡ux vector, respectively. The gravitational acceleration
is given by fg, and Rg» is the reaction rate for specie ». The terms Mg, Fg, and Hg» denote the
di¤usive interfacial transfer of momentum, enthalpy and species mass, respectively, and are de…ned
as

Mg ´ ¡ < (¡p+ ¿ ) ¢ rÂg >;Hg» ´< jg» ¢ rÂg >;Fg ´< qg ¢ rÂg > : (6)

The terms ¡g, ¡guig, ¡gY
i
g», and ¡gh

i
g are the convective interfacial transfer ‡uxes of mass,

momentum, enthalpy and species mass, and are expressed in terms of the gas velocity at the
interface between the phases, ugi

¡g ´ < ½g(ug ¡ ugi) ¢ rÂg > (7)

¡gu
i
g ´ < ½gug(ug ¡ ugi) ¢ rÂg > (8)

¡gY
i
g» ´ < ½gYg»(ug ¡ ugi) ¢ rÂg > (9)

¡gh
i
g ´ < ½ghg(ug ¡ ugi) ¢ rÂg > : (10)

Finally, the equations contain ‘turbulent’ ‡uxes, §Reg , j
Re
g» , q

Re
g expressing the ‡ux of momentum,

enthalpy and species mass given by the following expressions

§Reg ´ ¡< Âg½gu
0
gu

0
g >

®g
; jReg» ´

< Âg½gu
0
gY

0
g» >

®g
;qReg ´ < Âg½gu

0
gh
0
g >

®g
; (11)

where the ‡uctuations result from a decomposition of each of the instantaneous variables into its
mean and a ‡uctuation, e.g. ug = eug + u0g. A detailed turbulence model derivation for the general
reactive case can be found in Lathouwers and Bellan (1999b). Owing to the usage of appropriate
density-weighted variables, the general form of these transport equations is comparable to their
local instantaneous form. In the above enthalpy equation, we have neglected the e¤ect of pressure
work and viscous dissipation.
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Neglecting correlations between the gas temperature and mass fractions gives the averaged
equations of state

pg = R
0½g
X
»

eY»
W»

eTg (12)

where R0 denotes the universal gas constant, W» is the molecular weight of specie », and Tg is the
gas temperature.
The average viscous stress tensor is approximated by a form similar to its microscopic counterpart

¿ g = 2¹gSg, where Sg denotes the strain rate tensor: Sg = (reug + reuTg )=2 ¡ (r ¢ eug)=3 and ¹g
is the gas viscosity. The average specie ‡ux j» is written as a simple gradient di¤usion (Fickian)
relation, neglecting multicomponent aspects:

j» = ¡½gD»reY»; (13)

where D» is the mass di¤usion coe¢cient. Similarly, the average molecular heat ‡ux qg is modeled
in analogy with its molecular counterpart (Bird, 1960)

qg = ¡¸greTg ¡X
»

h»j» (14)

with ¸g denoting the heat conductivity coe¢cient, and where the second term represents the e¤ect
of species interdi¤usion. Following Drew (1983), the momentum transfer term may be decomposed
into two contributions:

Mg = ¡pigr®g +M0
g (15)

where we have introduced the average interfacial gas pressure, pig. The …rst term in eq. 15 accounts
for the buoyant force while the second incorporates such forces as gas-particle drag, etc. The
momentum equation is then

@®g½geug
@t

+r ¢ ®g½geugeug = ¡®grpg +r ¢ [®g¿ g +§Reg ] + ®g½gfg+M0
g + ¡gu

i
g (16)

where the di¤erence between the interfacial and the average gas pressure has been neglected, i.e.
pig = pg. Closure of the average transfer of mass, momentum and energy between the phases is
derived below.

2.3 Particle phase transport equations

The transport equations are derived similarly to those for dense gases, using kinetic theory con-
cepts. Important di¤erences from classical kinetic theory are the inelasticity of collisions between
macroscopic particles leading to dissipation, and the presence of an interstitial gas exerting drag on
the particles, which leads to interaction terms in the averaged transport equations.
While a considerable literature exists on the development of equations of motion for multicom-

ponent mixtures, most of it is restricted to the case where the temperatures and velocities of the
species are nearly equal and evolve according to the dynamic equations of the mixture. This classical
mixture theory (Chapman and Cowling, 1970) requires that¢u=£c << 1 (¢u being a characteristic
relative velocity of the particle classes and £c a characteristic rms velocity, related to a temperature
in the molecular context). Furthermore, granular energy is assumed to be partitioned among the
various particle classes according to their mass ratios (equipartition). The latter assumption is
speci…cally inappropriate for granular ‡ows due to the inelasticity of collisions. Therefore, here we
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derive separate dynamic equations for each of the particle classes, similar to that of Goldman and
Sirovich (1967) for a dilute mixture of interacting species.
Let f (1)i (x; c; Y»; T;m; t) denote the single particle distribution function of particle class i such

that f (1)i is the probable number of particles of class i having their center of mass in the region
[x;x + dx], a velocity in the region [c; c + dc], mass in the region [m;m + dm], mass fractions in
[Y»; Y»+ dY»], and temperature in [T; T + dT ]. The evolution of each of these distribution functions
is governed by a set of Boltzmann equations (Simonin, 1996)

@f
(1)
i

@t
+
@

@x
[cif

(1)
i ]+

@

@ci
[
Fi
mi

f
(1)
i ]+

@

@mi

[
dmi

dt
f
(1)
i ]+

@

@Ti
[
dTi
dt
f
(1)
i ]+

X
»

@

@Yi;»
[
dYi»
dt
f
(1)
i ] =

X
j

Jij (17)

where Fi is the external force on the particle (gravity and particle drag). The right hand side
represents the e¤ect of collisions with particles of all classes.
The number density, ni, of particle phase i follows by integration of the single-particle distribu-

tion function fi over all of phase space

ni(x; t) =

Z
fidcdY»dTdm: (18)

With the previously derived single-particle distribution, a particle average may be introduced as
follows

ªi(x; t) =
1

ni

Z
ªifidZ (19)

where dZ denotes the set of integration variables. The mass of the particles need not be a constant,
therefore mass weighted averages are also introduced:

eªi(x; t) = 1

®i½i

Z
miªifidZ (20)

where

®i½i = nimi =

Z
mifidZ: (21)

This de…nition of the mass-weighted particle average is completely comparable to that used for the
carrier phase and leads to more convenient forms of the moment equations derived later. In the
above expression, ®i denotes the local phase fraction of class i (where pores are excluded) and ½i its
corresponding average particle density. We also introduce equivalent de…nitions for b®i and b½i where
the pores of the particles are counted as volume belonging to the particle. Note that ®i½i = b®ib½i.
Mass weighted averages will also be denoted by brackets, i.e. < ª >i= eªi in the derivation below.
Using the above de…nitions we de…ne the average velocity ui =< ci >, the ‡uctuation velocity
component, Ci = ci ¡ ui, and the granular temperature, £i = 1

3
< C2 >. The solidity, ´ = 1¡ ²,

where ² is the porosity of a particle, is de…ned as the ratio of the volume displaced by the particle
and the volume displaced by the particle if its pores had been closed. The solidity is then easily
shown to equal

´i =
mi

Vi

X Y»
½»
: (22)

In the present case of biomass pyrolysis, we assume that the particle diameter stays constant
throughout the pyrolysis, and that the porosity of the particle simply increases in time (Miller and
Bellan, 1997). This assumption is correct when the particle does not break or erodes.
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The moment equations are derived by multiplying the Boltzmann equation by a variable mª
and integrating over phase space. The general transport equation obtained is

@®i½ieªi
@t

+r ¢ (®i½i < ciªi >) =
X
k=A;B

Cik(miªi) +

®i½i <
Fi
mi

@ªi
@ci

> +®i½i <
dTi
dt

@ªi
@Ti

> + (23)

®i½i
X
»

<
dyi»
dt

@ªi
@yi»

> +®i½i <
dmi

dt
[
@ªi
@mi

+
ªi
mi

] >

where Ci(miªi) is the mean collisional rate of change of particle property ªi. It represents an
integral over all possible (binary) collisions of the change in miªi multiplied by the probability that
such a collision occurs. Jenkins and Mancini (1987, 1989) show that this integral can be written as
the sum of a source-like contribution and a ‡ux term, representing transport by collisions:

Cik(miªi) = Âik(miªi)¡r ¢ µik(miªi) (24)

The precise forms of these integrals is given in Appendix A where an outline is given on a method
for calculating these collision integrals.

2.3.1 Collision dynamics

As in kinetic theory, it is assumed that only binary collisions occur, i.e. collisions among multiple
particles are neglected. Although at high solids concentrations this assumption is questionable
(especially when the particle size ratio is large), it is the only mathematically tractable approach
(even in the simpler, molecular theory; see Chapman and Cowling, 1970).
As in Jenkins and Mancini (1987), we consider two particle classes, A and B, although more

classes may be added without changing the formalism. These particles are assumed perfectly smooth
and spherical. Their respective masses and diameters are mA, mB, ¾A, and ¾B. Consider a collision
between particle 1 of class i and particle 2 of class k where i and k may be A or B. Furthermore,
when considering collisions, primes will be used to denote a variable right after collision, a variable
without a prime denoting a variable right before collision. Below we consider the conservation of
momentum and energy (mass and species are trivial) during a collision between particle 1 and 2.

Momentum Assuming exclusively binary collisions and perfectly spherical and smooth particles,
the relation between the velocities of the particles right before and after a collision of particle 1
of class i and particle 2 of class k is determined from the conservation of momentum and energy;
see Chapman and Cowling (1970). De…ning g as the relative velocity, c1 ¡ c2, we assume g before
and after collision to be related as (g0 ¢ k) = ¡eik(g ¢ k), where eik is the restitution coe¢cient,
incorporating the e¤ect of inelasticity on the collisions (eik = 1 for perfectly elastic encounters).
Further de…ne the sum of the particle’s masses mik = mi+mk and the reduced mass Mi = mi=mik.
The center of mass velocity, cm, is constant during a collision and is found from

cm =Mkc2 +Mic1 =Mkc
0
2 +Mic

0
1: (25)

From these relations we derive,

c01 ¡ c1 = ¡Mk(1 + eik)(g ¢ k)k: (26)
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In general, for any particle property ª = ª(c), these relations may be used to calculate its rate of
change ª0 ¡ ª in a collision. In the above we have assumed that the collision is not abrasive, i.e.
the mass the particles does not change during a contact.

Energy Sun and Chen (1988) presented a detailed analysis of the heat transfer between two
colliding particles. Their theory is based on the analysis of the elastic deformation of the spheres
as they contact, and the resulting heat conduction. Since detailed information may be found in
the aforementioned reference, only the pertinent essentials are emphasized here. The spheres are
termed with indices 1 and 2. If one de…nes the average radius, R, the average mass, m and the
average elastic modulus, E as follows

R =
R1R2
R1 +R2

; m =
m1m2

m1 +m2
; E =

4=3
1¡º21
E1

+
1¡º22
E2

(27)

where ºi and Ei denotes the Poisson ratios and the Young moduli of the respective materials. The
contact time is usually very small which implies that the temperature of the particle remains uniform
except in a very small region around the contact area. For small Fourier numbers for both spheres,
based on the total contact time, tc and the contact area, Ac (Fo = ¼atc=Ac, with a the thermal
di¤usivity of the particle), the problem may be approximated by 2 contacting in…nite plates. The
heat exchange between the two particles in this simpli…ed case is given by

¢E =
5:36(m=E)3=5(Rg)7=10(T1 ¡ T2)

(½cp¸)
¡1=2
1 + (½cp¸)

¡1=2
2

(28)

where g denotes the magnitude of g and the numerical constant is obtained from numerical inte-
gration. Sun and Chen (1988) further note that the small Fourier number approximation is valid if
the velocity at which the particles collide is not too small (' 1 cm/s for sand).

2.3.2 Particle dynamics

The second component needed for the derivation of the moment equations is the rate of change of
the particle properties along their trajectory.

Species mass fractions As outlined earlier, the mass conversion rates are linear in the mass of
the particle itself. In general we may write

dmi;»

dt
=
dmYi;»
dt

= mRi;» (29)

where Ri;» represents the total rate, and may be the sum of several reactions involving the same
component. The rate is linear in the mass fractions and exponential in the particle temperature
(Arrhenius kinetics). From the previous equation one obtains the rate of change of Yi;»

dYi;»
dt

= Ri;» ¡ Yi;»
mi

dmi

dt
: (30)

Particle mass The rate of change of the particle mass is obtained by summing the individual
species rates

dmi

dt
=
X
»

dmi;»

dt
= mi

X
»

Ri;»: (31)

In practice, only some reactions contribute to phase change.

9



Momentum The momentum equation of a single particle can be approximated as

mi
dci
dt
= Fi = mifg ¡ VirÃ!p g +

mi

¿ i;12
(Ã!u g ¡ ci) (32)

where the total force on the particle is due to the gravitational acceleration, fg, gas pressure gradient
and gas-particle drag. Vi is the volume of the particle including the pores (i.e. ¼d3i =6) and ¿ i;12

represents the relaxation time scale of the particle. The
Ã!
() on the gas-phase variables denotes the

evaluation of the variable at the location of the particle, as if the surrounding ‡ow was undisturbed
by its presence (Balzer et al.,1993). The gas-particle interaction time scale depends strongly on the
‡ow regime; in the dilute regime it is derived from the drag coe¢cient, Cd, of a single particle in an
in…nite medium, empirically corrected for the presence of other surrounding particles by a function
f(®g) = b®¡1:7g (e.g. Gidaspow, 1986) whereas in the dense regime the classical Ergun relation is
used. To avoid discontinuous behavior, a weighted average of the two time scales is introduced

1

¿ i;12
=W

3½gCd(Rei)

4½idi
jci ¡Ã!u gjf(b®g) + (1¡W )½g

½i

·
(1¡ b®g)150

Rei
+ 1:75

¸ jci ¡Ã!u gj
di

(33)

where the present switch function, W (b®g) = arctan(150(b®g¡ 0:8))=¼+1=2, gives a rapid transition
from one regime to the other. di is the diameter of the particle and Rei the Reynolds number based
on the relative velocity with the gas, Rei = b®g½gjci ¡Ã!u gjdi=¹g. In the above expressions we have
introduced b®g which represents the volume fraction of the gas-phase, not counting the pores of
the particles. The single particle drag coe¢cient Cd is determined from the well-known correlation
(Schiller and Nauman, 1935)

Cd =
24

Rep
(1 + 0:15Re0:687): (34)

Although not attempted in the present work due to the di¤erent range in Rep, this correlation may
be further improved by adding a correction which results from the e¤ect of mass transfer, as done
in the validated model of Miller et al. (1999).

Energy The rate of change of the particle’s internal energy is due to heat exchange with the
surrounding gas resulting from convection and di¤usion, loss of vapor components to the gaseous
phase carrying a speci…c enthalpy, hv, and expansion work performed against the gas phase

mi
dhi
dt
= Qr;i +

dmi

dt
(hv ¡ hi) + mi

½i

dpg
dt
: (35)

Here, the particle’s speci…c enthalpy, hi, is de…ned as hi =
P
Yi;»hi;» and the average density of the

particle is related to the ‘true’ densities of the individual solid species by 1=½i =
P
Yi;»=½i;». The

above equation, in fact de…nes the heat ‡ux Qr;i (Young, 1995). It can also be written in terms of
the particle temperature, Ti by using the thermodynamic di¤erential for the speci…c enthalpy of a
component:

dhi;» = Cp;i;»dTi +
dpg
½i;»

(36)

where the pressure inside the particle has been equated to the gas pressure outside the particle.
Using this relation in (35) leads to the expected result

(mCp)i
dTi
dt
= Qr;i +

X dmi;»

dt
(hv ¡ h») (37)
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where the e¤ect of pressure has cancelled, as it should. The second term on the right hand side is
exactly equal to the total heat of reaction for the particle.
The combined e¤ect of convective and conductive heat transfer can be written in terms of an

appropriate Nusselt relation

Qr;i = ¡¸g¼diNui(Ti ¡Ã!T g) (38)

where Nui depends on the Reynolds number of the particle and on the Prandtl number, Prg, of
the carrier gas. In obtaining relevant Nusselt relations for this situation, it is assumed that the
particle temperature is uniform, i.e. the resistance to heat transfer is mainly in the gas-phase.
This assumption is consistent with those used to actually derive the continuum theory, as the state
variables of the particles include their mean temperature only, i.e. no information on the internal
temperature distribution is available. Implicitly, the Biot numbers are assumed small (Bi = hdi=¸i,
where h is the gas-particle heat transfer coe¢cient). In the present case, the Nusselt number is
taken as the single particle Nusselt relation, Nu0i , multiplied by a correction factor, Fb, accounting
for the e¤ect of mass transfer on the heat transfer rate, i.e.

Nu = Nu0Fb(Re;Prg): (39)

The formulation used here for the blowing factor is that taken from Miller et al. (1999) and
was also given by Gyarmathy (1982) where the factor depends on the ‘blowing Reynolds number’,
Reb =

²
m =¼di¹g,

Fb =
X

eX ¡ 1;

X =
PrgReb
2

: (40)

For Nu0, we use the standard Ranz correlation

Nu0 = 2 + 0:66Re1=2Pr1=3: (41)

There does not appear to be much information on the dependence of Nu0 on ®g for cases where the
particle number density is high, such as in the packed region. A correlation, based on experimental
observations, proposed by Gunn (1978) for the porosity range of 0.35 to 1 is

Nu0 = (5®2g ¡ 10®g + 7)(1 + 0:7Re0:2Pr1=3) + (1:2®2g ¡ 2:4®g + 1:33)Re0:7Pr1=3 (42)

In the limit of ®g ! 1, this relation reduces to

Nu0 = (2 + 1:4Re0:2Pr1=3) + 0:13Re0:7Pr1=3 (43)

which clearly illustrates its discrepancy with the commonly accepted Ranz relation. Furthermore,
the values of the coe¢cients in the Gunn relation are not strong functions of the volume fraction:
for ®g between 0.4 and 1, 5®2g ¡ 10®g +7 varies between 3.8 and 2 while 1:2®2g¡ 2:4®g +1:33 varies
between 0.56 and 0.13. For these reasons, the single-sphere relation is adopted here. Heat transfer
through radiation is neglected since the gas is considered transparent.

2.3.3 The moment equations

By making speci…c choices for the general variable ª in the transport theorem, speci…c moment
equations are recovered.
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Mass The mass conservation equations are recovered by taking ª = 1:

@(®i½i)

@t
+r ¢ (®i½iui) = ¡i (44)

where the mass transfer ¡i = ®i½i <
1
mi

dmi

dt
>= ®i½i

P
» < Ri;» > can be coupled to the conversion

rate of solid- to gas-phase reactions. For inert particles, this term is absent.

Momentum The momentum equations are generated using ª = c

@(®i½iui)

@t
+r ¢ (®i½iuiui) = ®i½i <

Fi
mi

> +®i½i <
dmi

dt

ci
mi

>

¡r ¢§i +
X
k=A;B

Âik(miCi) (45)

where §i = ®i½i < CiCi > +
P

k=A;B µik(miCi). The …rst term on the right hand side of eq.
?? is the average force exerted on the particle by the surrounding gas; the second represents the
e¤ect of mass transfer. The e¤ective stress tensor §i consists of a kinetic part and a collisional
part which incorporates both e¤ects from collisions between particles of the same class and between
unlike particles. The …nal term in the transport equation is a source term which is also composed
of collisional contributions between like and unlike particles. However, as the total momentum of
phase i is conserved in a collision between two particles of that phase, only unlike particle collisions
contribute to this term. Note that an equivalent term does not appear in single-class formulations.

Species mass fractions Taking ª = Y» gives

@(®i½ieYi»)
@t

+r ¢ (®i½iuieYi») = ¡r ¢ (®i½i < CiY 0i» >) + ¡i»: (46)

The …rst term on the right hand side denotes the turbulent transport of the mass fraction. The
second term, ¡i» = ®i½i < Ri;» > is the average mass source arising from reaction. Note that no
collisional terms are present, as the mass fractions do not change during a collision.

Granular temperature Choosing ª = 1=2C2

3

2
[
@(®i½i£i)

@t
+r ¢ (®i½iui£i)] = ¡§i : rui ¡r ¢ qi

+°i + ®i½i <
dmi

dt

1=2C
2

i

mi

> +®i½i <
Fi
mi

¢Ci >; (47)

where £i = 1=3 < C
2

i > is the ‘granular temperature’. The …rst term on the right hand side of eq.
47 is the production of ‡uctuation kinetic energy due to shearing of the solid phase. qi = ®i½i <
1=2C

2

iC > +
P

k=A;B µik(1=2miC
2

i ) is the average ‘heat ‡ux’ both due to velocity ‡uctuations
and through collisions. The source term, °i =

P
k Âik(

1
2
miC

2
i ), represents the e¤ects of energy

redistribution among particle classes and the dissipative e¤ect of inelastic collisions. Similar to
the momentum equation, the source term is composed of a sum over both particle classes. Here,
however, due to the inelasticity of collisions, all collision types contribute. The e¤ect of mass transfer
is contained in the next to the last term of eq. 47. The …nal term, which may be either a source or
sink, represents the coupling with the surrounding gas phase.
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Energy Choosing ª = h, one obtains

@(®i½i
ehi)

@t
+r ¢ (®i½iuiehi) = ®i½i <

Qr;i
mi

> +®i½i <
1

½i

dpg
dt

> +®i½i <
dmi

dt

hv
mi

>

¡r ¢ ®i½i < Cih0i > (48)

Here, the terms on the right hand side denote the mean heat transfer with the surrounding gas, the
e¤ect of mean enthalpy carried by the vapors exiting the porous particle, and the ‘turbulent’ ‡ux.
The collision terms are negligible, as shown by the analysis given in Appendix B.

2.4 Closure

The above model describes a particle mixture in a gaseous carrier using conservation equations
for mass, momentum energy and granular temperature of each solid class. These multiple-class
equations describe the independent accelerations of the species, as well as momentum and energy
exchange between solids classes. Moreover, these transport equations are valid even when ¢u is of
the same order as £c, and when the granular temperatures do not obey the equipartition law. The
above system of equations contains several correlations, and is therefore unclosed. These correlations
are of several types: (i) collisional contributions to both transport and source terms, (ii) exchange
terms between gas and solid, (iii) in-phase transport terms and transport properties.
In principle, the single particle distribution functions are solutions of the Boltzmann equations

(17), however, they are di¢cult to obtain in situations when the phase space includes many vari-
ables (mass fractions, temperature, etc.). Therefore, it is assumed that the velocity distribution
function for solution of the hydrodynamic problem can be obtained without incorporating the ex-
plicit e¤ect of the thermochemistry. The hydrodynamic problem is then basically decoupled from
the thermochemistry as far as the velocity distribution is concerned, and the velocity distributions
may be obtained by similar techniques as are used in non-reactive ‡ow, taking into account the
mean evolution of, for instance, the particle mass. The single particle distribution function is then
considered to be

f
(1)
i (x; ci; Y»;i;mi; Ti; t) = f

(1)¤
i (x; ci; t)±(mi ¡mi)±(Ti ¡ eTi)X

»

±(Y»;i ¡ eY»;i) (49)

where f (1)¤i is commonly called the velocity distribution, excluding the e¤ect of particle mass, particle
temperature, and species concentrations. For convenience, the asterisk is omitted on subsequent
use of the velocity distribution.

2.4.1 Collisional and kinetic contributions

Additional to decoupling thermochemistry from hydrodynamics, a further simpli…cation is made
herein. Instead of using a distribution computed from the Boltzmann equations (excluding the
e¤ects of the thermochemistry), a Maxwellian distribution is assumed, i.e. the lowest order approx-
imation to the Boltzmann equation in the absence of dissipative e¤ects

f
(1)
i (x; ci; t) =

ni
(2¼£i)3=2

exp[
¡(ci ¡ ui)2

2£i
]: (50)

This is a good approximation when the ‡ow has small spatial gradients, the collisions are nearly
elastic and the particles are su¢ciently heavy (i.e. the time between collisions is much smaller
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than the particle relaxation time; the particle-‡uid correlation is small). The integrals require
speci…cation of the radial distribution function at contact, hik(r) (see Appendix A), accounting for
the e¤ects of excluded area and particle shielding on the spatial distribution of colliding pairs. The
form of the radial distribution function is taken from Jenkins and Mancini (1987), slightly adjusted
to prevent overpacking of the solids

hik =
1

1¡ b®=®0 + 6 ¾i¾k
¾i + ¾k

»

(1¡ b®=®0)2 + 8
µ
¾i¾k
¾i + ¾k

¶2
»

(1¡ b®=®0)2 : (51)

Here b® denotes the total particle volume fraction, accounting for the porosity inside the particles,
and » = 2¼=3

P
ni¾

2
i where ¾i denotes the radius of a particle of class i. The present paper is

targeted towards dense systems where the drift between particle classes is small. In our context,
using distributions where each particle class has its own mean velocity introduces unnecessary
complexity (also see Appendix A). Therefore, the collision integrals are approximated by assuming
that the relative velocity ¢uik = ui ¡ uk, is small compared to the square root of the sum of the
granular temperatures, (£i + £k)1=2. This signi…cantly simpli…es the calculation of the required
integrals, and furthermore should not a¤ect the applicability of the equations for our purposes;
this assumption is also the basis of the classic Enskog expansion where in addition the granular
temperatures are assumed equilibrated. Here, the e¤ects of having di¤erent granular temperatures
for each particle class is, however, fully retained, which is important in these dissipative systems,
leading to deviations from equipartition.
Manger (1996), assumed a distribution identical to ours in order to obtain closure for a binary

mixture. In the work of Kumaran and Koch (1993a,b) the authors considered a slightly more
general velocity distribution, i.e. an anisotropic Gaussian, where a distinction is made between the
direction of gravity and the direction perpendicular to it. Although slightly more general, their
work was restricted to homogeneous ‡ows and is algebraically di¢cult to extend to inhomogeneous
‡ows. Recently, Gourdel et al. (2000), also used Gaussians but they allowed for large drift between
particle classes, leading to a theory suitable for the complete range of particle densities, i.e. from
dilute to densely packed. Their work, however, was also restricted to homogeneous ‡ows.
Using the above distributions and neglecting products of the spatial gradients, products of

(1¡eik) with spatial gradients, and products of ¢uik with the spatial gradients, yields the following
constitutive equations forÁi,§i, qi, and °i. Some details on the computation of the integrals leading
to the …nal result are listed in Appendix A

Ái =
X
k

Fik

½
4

3

p
2¼(£i +£k)

1=2(uk ¡ ui) + ¼
3
¾ik(£i +£k)r ln ni

nk

¾
(52)

§i = nimi£i +
X
k

½
pikI¡ ¹iki [2Si +

5

3
r ¢ ui]¡ ¹kki [2Sk +

5

3
r ¢ uk]

¾
(53)

qi =
X
k

©
·iki r£i + ·kki r£k

ª
(54)

°i =
X
k

¡2
p
2¼Fik(£i +£k)

1=2 f2(Mi£i ¡Mk£k) +Mk(1¡ eik)(£i +£k)g (55)

where Fik = ninkmiMk(1+eik)hik¾
2
ik. The indices on the viscosities and conductivities are arranged

as follows, the subscript i indicates the relevance for class i, the …rst superscript labels the pertinent
velocity gradient, and the k superscript denotes the dependence of the expressions on k. The
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pressure and transport coe¢cients are

pik =
1

3
¼ninkmiMk(1 + eik)hik¾

3
ik(£i +£k) (56)

¹iki =
1

15

p
2¼ninkmiM

2
k (1 + eik)hik¾

4
ik(£i +£k)

3=2=£i (57)

¹kki =
1

15

p
2¼ninkmkM

2
i (1 + eik)hik¾

4
ik(£i +£k)

3=2=£k (58)

·iki =
1

3

p
2¼ninkmiMk(1 + eik)hik¾

4
ik(£i +£k)

1=2(Mk£k=£i) (59)

·kki =
1

3

p
2¼ninkmiMk(1 + eik)hik¾

4
ik(£i +£k)

1=2(Mi£i=£k): (60)

The terms in Ái represent solid-solid drag and ordinary di¤usion, respectively (thermal di¤usion
has been neglected). The stress tensor depends on the shear rates of all solid classes where the
shear viscosities arise entirely from collisions, not from streaming; this is a result of the Gaussian
approximation. Similar remarks hold for the heat ‡ux vector. Manger (1996) has presented simi-
lar closure relations for binary mixtures. For coding purposes, the shear rates of both phases are
assumed equal (small drift) so that the actually used viscosity equals the sum of several contribu-
tions: ¹i =

P
k ¹

ik
i + ¹

kk
i . The source terms in the granular energy equations contain two terms: a

temperature equilibrating and a dissipative term.

2.4.2 Exchange terms

A prerequisite for closing the formulation is the evaluation of exchange terms between each particle
class and the carrier gas.

Mass and species The mass exchange terms in the mass and species equations are evaluated at
the average temperature and mass fractions, i.e.

¡i = ®i½i
X
»

eRs!gi;» = ®i½i
X
»

Ri;»(feY g; eTi) (61)

where feY g denotes any combination of the set of species mass fractions and where only solid to
gas reactions need to be considered. Although this procedure neglects correlations between particle
temperature and the mass fractions, these approximations are not too strict since the reaction rates
are …rst order with respect to the species, and therefore do not exhibit the stronger nonlinearity
normally associated with second or higher order reaction rates. For consistency between the solids
and gas phase we require

¡g = ¡
X
i

¡i: (62)

A similar approach is followed for the reactive source terms in the individual species mass
fraction equations for both carrier gas and the solid classes. Thus, these are evaluated at the mean
temperature and mass fractions

®½ eR» = ®½R»(feY g; eT ): (63)

Interfacial species transfer occurs only for the tar and gas species. The combined terms Hg»+¡gY ig»
form a mass source for the species equations originating from the appropriate solid to gas phase
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reactions (see section 2.1 for the kinetics) which is calculated from the mean particle temperature
and mean solid phase mass fractions

Hg» + ¡gY
i
g» =

X
i

®i½iRi;»(feY g; eTi): (64)

Enthalpy We …rst remark that the enthalpy equations of the gas and solid phases may be rewrit-
ten in non-conservative form:

(®½Cp)g
D eTg
Dt

= ¡r ¢ (®q)g + Fg + ¡g(hig ¡ ehg) (65)

(®i½Cp)i
D eTi
Dt

= ®i½i <
Qr;i
mi

> +®i½i <
dmi

dt

(hv ¡ ehi)
mi

> ¡r ¢ ®i½i < Cih0i > (66)

where the gas pressure derivative in the solid equations has vanished; alternatively, one may start
with the particle equation in terms of the particle temperature, eq. 37. The last term in the solids
equation is the average reaction heat of all particle reactions (including solid to gas conversions).
The energy equation contains the interaction term ®i½i < Qr;i > that accounts for the gas-particle
heat transfer. The following closure is provided for this term

®i½i <
Qr;i
mi

>= ¡6b®i¸g
d2i

< Nui > (eTi ¡ eTg); (67)

where the average Nusselt number is calculated from the mean slip velocity, etc. For low turbulence
intensity of the gas and solids (compared to the average slip velocity), this is an accurate approxima-
tion. Although Louge et al. (1993) have incorporated the e¤ect of particle velocity ‡uctuations on
the Nusselt number, considering the complexity of the present problem including porous particles,
heat transfer and chemical reactions, such an approach has not been pursued here. The enthalpy
‡ux associated with the vapor exiting the particle (tar and gas),

P
i ®i½i <

dmi

dt
hv
mi
>; requires knowl-

edge of the speci…c enthalpies of the respective components. Such detailed properties are unknown
in the present case where many components are lumped together into pseudo-components referred
to as gas and tar. This enthalpy ‡ux is only needed for the gas-phase, as the vapor enthalpy term is
part of the total heat of reaction for the solids. To obtain closure, the di¤erences in the formation
enthalpies between the gas and the exiting vapors are neglected. We then obtain …nal closure of
the gas-phase equation

Fg + ¡g(h
i
g ¡ ehg) =

X
i

6b®i¸g
d2i

< Nu >i (eTi ¡ eTg) + (68)X
i

¡s!gtar (C
tar
p
eTb ¡ Cp;g eTg) + ¡s!ggas (C

gas
p
eTi ¡ Cp;g eTg);

where we have further assumed that the vapor products are leaving the particle at its mean tem-
perature, and where ¡s!gtar , and ¡

s!g
gas denote the averaged mass transfer rates of respectively, tar

and gas.

Momentum The mass transfer related term is modeled using a mean value approximation, i.e.

¡gu
i
g =

X
i

<
dmi

dt

ci
mi

>=
X
i

¡ieui: (69)
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Hence, the average interfacial gas velocity is approximated by the mean velocity of the particle
class responsible for the mass transfer. The interaction term in the momentum equation may be
expanded to

®i½i <
Fi
mi

>= ®i½i[fg¡ <
Vp
mi
rÃ!p g > ¡ < 1

¿ 12
(wi ¡Ã!u g) >]: (70)

The pressure gradient term is closed in terms of the mean gas pressure gradient:

¡®i½i <
Vp
mi
rÃ!p g >t ¡b®irpg: (71)

Similarly, for the drag force related term:

¡®i½i <
1

¿ 12
(ci ¡Ã!u g) >t ¡®i½i

¿12
(ui¡ <Ã!u g >i); (72)

where ‡uctuations in the particle relaxation time are neglected. The particle average of the locally
undisturbed velocity is set equal to the phase averaged velocity: < Ã!u g >t eug. For consistency
between the gas and solids equations,M0

g =
P

i
®i½i
¿ i;12

(ui ¡ eug).
Granular energy Two terms require closure, the mass transfer related correlation and the term
related to the presence of an interstitial gas. The transfer term is closed assuming that ‡uctuations
in the granular temperature are negligible, i.e.

<
dmi

dt

1=2C
2

i

mi

>= ¡i£i: (73)

The interaction term with the gas phase can be expanded as

®i½i <
Fi
mi
¢C0i >=

®i½i
¿ 12

(< C0i ¢ u00g >i ¡ < C0i ¢C0i >i) (74)

where gas pressure gradient ‡uctuations have been neglected and we have decomposed the undis-
turbed gas velocity in a mean value at the particle location and a ‡uctuationÃ!u g =<

Ã!u g >i +u
00
g .

For fairly large particles, having large particle ‡uid interaction time compared to the time between
collisions, the term in (74) may be neglected (dry granular mixture).

2.4.3 In-phase transport ‡uxes and evaluation of transport properties

Many of the transport closure used for the gas-phase have already been outlined in the section
on gas-phase averaging. Here we focus on the solid-phase closure. The in-phase transport ‡uxes
for the solids classes comprise the correlations between the velocity of the respective class and a
variable, not explicitly considered in the distribution function, i.e. the species mass fractions, Yi»,
the particle mass, m or the temperature T . These transport ‡uxes arise from the self-di¤usive
transport of the respective property, carried by the particles. In analogy with the work of Louge et
al. (1993), these ‘turbulent’ ‡uxes are modeled using a self-di¤usive coe¢cient, Dii, derived from
the Gaussian velocity distribution

¡r ¢ (®i½i < CiY
0
i» >) = r ¢ (®i½iDiireYi») (75)

¡r ¢ (®i½i < Cih
0
i» >) = r ¢ (®i½iCp;iDiireTi) (76)

¡r ¢ (®i½i < Cim
0
i >) = r ¢ (®i½iDiirmi) (77)
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The derivation of Dii is detailed in Appendix C and follows the recent work of Hsiau (2000).
Transport properties are required for such parameters as the speci…c heats (both gas and solids)

and thermal conductivities (gas only). These are calculated from a mass-weighted average of the
individual species properties. Considering Á to be one such general property, its average is then
computed from Á =

P
» Y»Á». An exception to this procedure is in the calculation of the average

particle density, 1=½i =
P

» Yi;»½».

2.4.4 Transport equations for the mean particle mass and solidity

The transport theorem, used for the particle mass, gives a transport equations for emi, not mi. The
approach used here is to equate the mass-weighted average to the non-weighted result; a proce-
dure commonly practiced in work related to compressible single phase turbulence. The following
transport equation then follows

@(®½m)i
@t

+r ¢ (®½um)i = r ¢ ®i½iDiirmi ¡ 2¡imi (78)

where turbulent di¤usion has been included in a similar manner as in the energy and species
equations and the factor 2 arises from the conservative form of the equation (both mi and (®½)i
decrease due to mass transfer to the gas phase). The average solidity is then derived from the
average particle mass as

´i =
mi

Vp

X
»

eY»
½»
: (79)

2.5 Frictional transfer

The constitutive equations derived above are restricted to the region where particles interact ex-
clusively through slightly inelastic, short duration, collisions. However, as the volumetric fraction
approaches the maximum packing volume fraction, ®0, particles will, increasingly, be in simultane-
ous contact with several neighbors and stresses will be transmitted at points of sustained sliding
or rolling contact. This situation is very di¢cult to model at the microscopic level, leading to its
neglect in many bubbling ‡uidized bed models. However, in certain regions where shear rates are
very small, the granular temperature may be too small to support the solids phase. Hence, codes
based on models neglecting friction require a ‘numerical …x’, generally restricting the value of the
computed granular temperature (e.g. Boemer and Renz, 1997; Ma et al., 1993). To avoid this
situation, we explicitly model the frictional regime, particularly since it was shown by Anderson
and Jackson (1992) and Lathouwers and Bellan (2000a) that inclusion of the frictional regime is
necessary for obtaining qualitatively correct results. The approach followed is similar to that used
in Syamlal (1993), extended here for the case of multiple particle classes. The model proposed
attains a simple relation between stresses and strains: §fi = ¡pfi I+2¹fi Si for ® > ®min where ®min
is the minimum solids fraction at which frictional transfer becomes in‡uential. Experimental obser-
vations indicate that the frictional normal stress increases rapidly with bulk density and diverges
as the maximum packing fraction, ®0, is approached (Savage and Sayed, 1984). A simple algebraic
representation of this behavior is (cf. Anderson and Jackson, 1992)

pfi =
®i½iP
®i½i

Fr
(b®¡ ®min)p
(®0 ¡ b®)n (80)

where Fr is a material constant. The frictional viscosity, ¹fi , is related to the frictional pressure
and the angle of internal friction, Á, as ¹fi = p

f
i sin(Á)=2

p
I2 where I2 denotes the second invariant
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of the strain rate tensor. The following values for the parameters have been used in the present
work: p = 2, n = 5, Fr = 0:005, ®min = 0:6, ®0 = 0:64, and Á = 25 degrees, which are in general
agreement with those of Anderson and Jackson (1992) and Johnson and Jackson (1987).
Following Johnson and Jackson (1987), the total stress is taken as the sum of the contributions

from the separate mechanisms, each evaluated as though it acted alone: §tot = §f +§c. Here the
superscript c indicates both collisional and kinetic contributions. However, in the production term
of Eq. (47), the frictional terms are deleted, inherently assuming that the frictional work is directly
converted to thermal internal energy.

3 Solution procedure
Spatial discretization of the governing equations is based on a …nite volume technique using a
staggered grid. All convective ‡uxes are approximated with a second-order accurate bounded TVD-
scheme avoiding the excessive numerical di¤usion associated with the …rst-order accurate upwind
scheme which is still used today in many multiphase ‡ow research codes (e.g. Mathiesen et al.,
2000). The time discretization is based on a backward Euler scheme in combination with a pressure-
correction technique. The momentum equations of all phases are solved in a coupled manner,
though separately for each velocity direction. Compared with the well-known Partial Elimination
Algorithm (PEA) the present approach is more general (see Lathouwers, 1999 for more details on
full-…eld coupling and multiphase pressure correction algorithms). The species and energy equations
constitute a strongly coupled, sti¤ system of equations. To avoid very large linear systems arising
from (the necessarily) implicit discretization, a time splitting is used (Strang, 1968) for the combined
species and energy system consisting of three steps: (i) performance of a half convection-di¤usion
timestep, (ii) time integration of the equations over a full timestep with only the reactive terms
present, (iii) performance of another half convection-di¤usion timestep. The advantage of this split
scheme is that during steps (i) and (iii), the equations are decoupled into standard convection-
di¤usion systems which are easily handled, whereas in step (ii) there is no spatial coupling. The
sti¤ integration in step (ii) is performed by using the well-known sti¤ integrator VODE (Hindmarsh
et al., 1989). All sparse linear systems arising from the discretization of convection-di¤usion systems
are solved with preconditioned Krylov methods (CG for the pressure Poisson equation and GMRES
for the other transport equations; see e.g. Barrett et al., 1994).

4 Results
The model has been applied to a variety of testcases in order to quantify its predictive capabilities.
These are (i) the shearing of a homogeneous mixture, (ii) comparison of the particle pressure gen-
erated along the wall of a bubbling ‡uidized bed, (iii) the characteristic behavior of homogeneously
‡uidized beds, and (iv) biomass particle pyrolysis calculations for a ‡uidized bed reactor and com-
parison of obtained yield to experimental data. The …rst three sets of calculations do not involve
reacting biomass; the temperature of the gas and particles is …xed at the same value (T = 300K)
and is uniform in the reactor.

4.1 Homogeneously sheared mixture

Savage and Sayed (1984) have measured the normal and shear stresses developed by granular mate-
rials in a shear ‡ow cell. The binary mixture consists of polystyrene beads (speci…c gravity 1.095)
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where dA = 0:55 and dB = 1:68mm, respectively with a restitution coe¢cient of 0:8. The solids
fractions for the small and large particles constitute 30 and 70 percent of the total bulk solids
volume fraction.
For the case of simple shear, the model presented above becomes a set of ODE’s which have to

be supplemented with boundary conditions on the solid surfaces of the shear cell. However, as the
distribution of solids in the shear cell is unknown and the boundary conditions uncertain, we assume
the velocity gradient to be uniform and equal for both particle classes. The system simpli…es to
two coupled algebraic equations for £A and £B, stating that production equals dissipation for each
size class: ¡§i;xy dudy + °i = 0. Frictional transfer has been excluded from the present model. The
present analysis di¤ers from that in Farell et al. (1986), since unequal granular temperatures are
used here and a di¤erent radial distribution function is employed. Fig. 1 shows the comparisons of
the present numerical solution of the set of equations and the experimental results for the mixture
shear stress and the normal stress as function of the shear rate du=dy and of the bulk volume
fraction. Also shown are predictions with a single particle model using a mean particle diameter of
1:34mm. Generally, for the lower solids fractions, both theories somewhat overpredict the stresses.
At the highest bulk solids fraction, all stress components are, however, strongly underestimated
which most likely indicates that the transfer of momentum becomes a¤ected by friction, which was
neglected in this speci…c case. The present, more general, binary model predictions are higher than
the corresponding predictions in Farell et al. (1986), owing to the separate granular temperatures
for each class. At these diameter ratios (¼ 3), the temperatures do not equilibrate completely,
leading to higher stress levels. The di¤erences with the experimental data at lower solids bulk
fraction are attributed to the assumption of Gaussian distributions and to the form of the radial
distribution function to which the results are highly sensitive.

4.2 Particle pressure along the wall of a bubbling ‡uidized bed

To validate the solids pressure model, a comparison was made with the experimental data of Camp-
bell and Wang (1991) reporting measurements of the solids pressure magnitude in a bubbling bed
consisting of a square channel (1:22£ 0:127£ 0:127m3), homogeneously ‡uidized with air. The bed
is initially …lled with glass beads (dp = 0:5mm:; ½ = 2500kg=m3), to a depth of 43 cm. As three
dimensional calculations are very computationally intensive, the square channel was approximated
by a ‡at two-dimensional geometry having a width equal to the size of the channel. Calculations
were performed at three conditions, i.e. at super…cial gas-velocities of 0.4, 0.6 and 0.8 m/s. The grid
consists of 40£96 points. Fig. 2 shows vertical pro…les of the computed time-averaged (over left and
right wall) solids pressure (kinetic plus frictional) along the wall, together with the experimental
data of Campbell and Wang (1991). Considering the geometric approximation, the agreement is
reasonable, demonstrating an increase of solids pressure with height caused by ‡uctuating particle
motion as induced by bubble growth, and a decrease to zero at greater heights where the solids
fraction vanishes. Furthermore, the calculated pro…les exhibit an increase in solids pressure as the
super…cial gas velocity is increased. Most of the solids pressure originates from the kinetic part, not
from the frictional regime. The remaining discrepancies with the experimental data are attributed
to (i) an insu¢cient period of averaging causing scatter, and (ii) the geometric approximations
made by simulating a two dimensional geometry which may change the bubble dynamics. A similar
comparison was presented recently in Boemer and Renz (1997), using a kinetic theory model, but
excluding frictional stresses. Although the period of averaging was similar (9 sec), their results
exhibit rather spiky pro…les.
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4.3 Behavior of homogeneously ‡uidized beds

The present study focuses on the global behavior of homogeneously ‡uidized beds, as these are to
be used for the biomass pyrolysis. The ‡uidized bed studied is 0:68m wide, initially …lled up to
0:4m with sand (½s = 2600kg=m3; dp = 0:5mm) or with a sand-biomass mixture (2/3 sand 1/3
biomass volumetrically; biomass properties: ½b = 700kg=m

3; dp = 0:5mm). All computations were
performed on a 40 £ 128 grid. To trigger bubbling, a disturbance was introduced in the initial
volume fraction distribution.
The obtained …elds are transient owing to hydrodynamic instabilities giving rise to spatial in-

homogeneity. Fig. 3 shows a snapshot of the solids volume fraction and phase velocities at t = 3
s. Bubbles can be identi…ed which form at the bottom of the bed and rise, growing through coa-
lescence, in accordance with visual observations in the bubbly ‡ow regime. Typical bubble shapes
consist of spheres with an excluded wake at the bottom; also in accordance with experimental data
(cf. Balzer et al., 1993). Time-averaged results (not shown) lead to a ‡ow pattern with two sym-
metric circulation loops and a solid fraction distribution showing a reasonably uniform dense lower
bed and a gradually more diluted upper region. The solids fraction is not homogeneous over the
width of the bed, exhibiting higher values at the lower near-wall region, induced by the large scale
circulation.
Fig. 4 shows the time-averaged solids volume fraction (computed from data along the centerline)

in the lower part of the bed as function of the super…cial gas velocity, compared to an experimental
correlation from Johnsson et al. (1991). Also shown is an equilibrium solution obtained from a
balance between gravity, gas-pressure gradient and gas-solid drag. The computed solids fraction
agrees quite well with the experimental correlation although some scatter is present in the simulated
data due to the restricted period of time averaging. It is also concluded that the average lower-bed
solids concentration is well predicted by the assumption of steady homogeneous ‡ow.
To investigate the di¤erences between a binary and a monodisperse mixture, 2 computations are

compared: i) using the present binary ‡ow model with sand and biomass properties for the separate
solids classes, and ii) using a monodisperse model with volume fraction weighted particle properties.
Qualitatively, the simulations exhibit very similar behavior. One important di¤erence is however
the predicted solids distribution. The di¤erent properties of the particles cause the particle mixture
to segregate. A quantitative measure of segregation may be de…ned as S = (0:2®s¡0:4®b)=(0:2®s+
0:4®b), being zero if no segregation is present and 1 or ¡1 for complete segregation.
Fig 5. shows instantaneous distributions of the solids fractions and of the segregation parameter

in the bed at t = 6 sec. Though initially the solids are perfectly mixed, already at this short time
scale, segregation of the mixture is signi…cant on a local scale, S mostly ranging between ¡0:2 and
0:2 (negative inside bubbles, carrying biomass to the top of the bed). The segregation can also be
quanti…ed by the y-coordinate of the centers of mass of the sand and biomass, which are shown in
Fig 6 as a function of time. It is shown that already one or two seconds after startup, segregation is
signi…cant and tends to increase with time. Segregation was found to increase when the size of the
biomass particles was decreased, due to a greater di¤erence in terminal velocity. The monodisperse
simulation is clearly unable to predict any of these features.

4.4 Biomass particle pyrolysis in a ‡uidized bed reactor

Among the pyrolysis reactor designs investigated for commercial production of condensable tars
from biomass, the ‡uidized bed reactor is potentially e¢cient due to the high particle heating rates
that can be achieved (Scott et al., 1999) and its excellent mixing properties, assuring a reasonably
uniform product quality. A further interesting feature of this type of reactor is that char does not
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accumulate in the bed, but is rapidly elutriated with the gas ‡ow instead, after which it may be
…ltered out, making the reactor very suitable for continuous operation.
The ‡uidized bed reactor contains a large amount of sand that is used as inert bed material which

acts as heat capacitor for the biomass that is injected into the bed. Fluidization of the sand-biomass
mixture is generally achieved by using either hot steam or nitrogen, some of which is also injected
with the biomass, therefore preheating it. Once the particles enter the reactor, the temperature of
the biomass rises rapidly and pyrolysis rates increase causing solid biomass species to be converted
into tar and gas which are subsequently ejected from the particle, while char which is also formed in
the process maintains the particle matrix. Biomass particle pyrolysis is an endothermic process and
heat has to be supplied continuously by the surrounding gas, which in turn gets is heated by the
sand. The gaseous reaction products are convected out of the reactor together with the ‡uidization
gas to locations where it is subsequently cooled (quenched) to prevent product degredation.
Although the process has received considerable attention experimentally (Scott and Piskorz,

1982, 1984), currently there are no thorough theoretical analyses available, adressing simultaneously
all physico-chemical processes in the reactor. Most of the work to date has focused on single-particle
pyrolysis in a gas stream which requires a priori knowledge of ambient gas ‡ow parameters, its
temperature in particular (Di Felice et al., 1999).
Below, we present quantitative results from numerical simulations based on a detailed mathe-

matical model, including a realistic chemistry model that is able to di¤erentiate between various
feedstock.

4.4.1 Detailed physico-chemical parameters of biomass pyrolysis

The kinetics scheme of the present biomass pyrolysis model was already given in section 2. The main
advantage of the present kinetics scheme is the ability to di¤erentiate between feedstock through
knowledge of the initial mass composition with respect to the primary components, cellulose, hemi-
cellulose and lignin. All of the reaction rates in the model, Kj, are considered irreversible, …rst
order Arrhenius

Kj = Ajexp(¡Ej=R0T ); (81)

with A denoting the rate constant, and E the reaction’s activation energy, are tabulated in Table
1 (cf. Miller and Bellan, 1997) and are dependent of the source component. Due to a lack of more
detailed knowledge, the heats of reaction are taken as independent of the source component. The
polymerization reaction K1 has ¢h1 = 0kJ=kg, reaction K2 is endothermic with ¢h2 = 255kJ=kg,
and both the char formation and the secondary tar reactions are exothermic with ¢h2 = ¡20kJ=kg
and ¢h2 = ¡42kJ=kg. All other properties of gaseous and solid species are listed in Tables 2 and
3, respectively.

4.4.2 Simulation details

A sketch of the simulated geometry and the boundary conditions employed is given in Figure 7. The
geometry has been chosen to resemble that used in experiments by Scott and Piskorz (1982, 1984),
among others. Although the real ‡uidized bed is a cylindrical vessel, for computational simplicity,
the present computational domain is approximated to be rectangular. Some care must therefore be
taken in translating/comparing experimental data to simulations. The biomass is fed through an
inlet section in one of the side walls, together with an amount of gas, which preheats the biomass
during the feeding process. The center of feedpoint 1 is located 4.6 cm from the bottom of the
bed and has a height (area) of 1.86 cm; feeder no 2 has the same height (area) and is located 12.1
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cm from the bottom. In the present simulations, the temperature of the gas used for ‡uidization
is equal to that fed through the biomass feed section (Tg); the inlet temperature of the biomass,
however is assumed to vary (Tb) to investigate the e¤ect of preheating. Note that, regardless of
the biomass feed temperature, the biomass compositions used at the inlet correspond to those of
biomass that has not pyrolyzed, i.e. it is assumed that the residence time in the feeder is short (no
appreciable biomass conversion) while the e¤ective heating of the particles is as e¢cient as required
(by specifying the required temperature). To vary the cellulose/hemicellulose/lignin proportions of
the feedstock, bagasse, olive husk, maple, and oak are used in the simulations. The initial biomass
composition of these biomass types are given in Table 4. The diameter of the sand and biomass
particles is assumed 0.5 mm, which is a common value in practical operation. The biomass particles
are assumed to have an initial porosity of 0.7 (cf. Miller and Bellan, 1997). The biomass feed ‡ux
is ramped from 0 at t=0 to a value of 0.5 kg=m2s at t=0.5 s, after which it is kept constant (when
two feedpoints are used, the ‡ow is equally split between feedpoints). A constant value of 1 kg=m2s
is speci…ed for the gas ‡ux through the feeder. The gas ‡ow used for ‡uidization of the mixture is
varied from 0.3 to 0.4 kg=m2s and is uniform over the bottom of the domain. A summary of all
simulations performed is listed in Table 5. Initial conditions correspond to a bed …lled with sand
only up to a height of 0.163 m at a volume fraction of 0.6 which corresponds to dense packing. To
initiate bubbling of the bed, several disturbances in the volume fraction are inserted. The initial
temperature of the sand and the gas in the domain is set equal to the inlet temperature of the
‡uidization gas. Hence, it is assumed that the ‡uidization gas has preheated the sand, even though
initially the sand bed is stationary. This does not a¤ect the calculation of product yield, as we
are interested in the asymptotic (i.e. long time) behavior of the reactor; that is long after which
a statistically steady ‡ow…eld has emerged. All computations have been performed on a 40£ 148
grid (x and z directions respectively). No-slip and free slip conditions are used at walls for the gas
and solid, respectively. At the outlet, the pressure is prescribed as atmospheric while solids are
inhibited to exit the domain (simulating a …ne solids-…ltering grid).

4.4.3 Results

Regardless of the local phenomena in the reactor, the true measure of the reactor e¢ciency for the
tar production can be quantitatively determined by comparing the actual mass of tar exiting the
reactor (­tar) and the amount still present in its interior (Mtar) to the biomass feed ‡ow (Mfeed):

­tar =

Z t

0

Z
outlet

(®g½gugYtar) ¢ dAdt0 (82)

Mtar =

Z
reactor

(®g½gYtar)dV (83)

Mfeed =

Z t

0

Z
inlet

(®b½bub) ¢ dAdt0 (84)

where the subscript b denotes biomass. With these de…nitions, two measures for reactor performance
are the yield (´) and the di¤erential reactor e¢ciency (DRE), #, cf. Miller and Bellan (1998):

´tar(t) =
­tar +Mtar

Mfeed
(85)

#tar(t) =
­tar +MtarP
»(­» +M»)

(86)
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where the summation is over the species tar, gas and char. These measures quantify the relative
e¢ciency of reactor tar production relative to the biomass feed ‡ow, and the relative proportion of
tar produced compared to gas and char. Similar de…nitions are used for the reactor performance
with respect to gas and char production.

Qualitative behavior To investigate the qualitative behavior of the reactor, snapshots of several
variables have been plotted at t=2.5 s, representative for Run No 4.
Figure 8 illustrates contours of the volume fractions of the sand and biomass. The sand contours

are similar to those obtained for isothermal simulations, as expected. The volume fraction of the
biomass is generally very small due to the short simulation time. The biomass is fairly evenly
distributed over the dense part of the bed, illustrating the e¤ectiveness for solid mixing in ‡uidized
beds.
In Figure 9, the partial macroscopic densities (=®½Y ) of the relevant gas and solid species are

plotted. Therein, biomass refers to the sum of both virgin and active solid components. Both tar
and gas densities are high at the same location which is a region where the biomass temperature
has increased enough to produce large quantities of both gaseous products. The inhomogeneities in
the partial densities are a result of both the inhomogeneous reaction rates and transport processes
in the reactor. The char is almost uniform throughout the dense bed owing to the e¤ective solid
mixing.
Figure 10 shows contours of the temperatures of the gas, sand, and biomass. Both the gas and

sand temperature are almost uniform and equal to the inlet gas temperature (and more importantly,
the initial sand temperature), i.e. 800 K. The biomass temperature, however, varies signi…cantly
throughout the reactor, showing a distinctive pattern of biomass entering at the speci…ed feed
temperature (400 K), ‡owing clockwise, while at the same time heating up.
In Figure 11, the y-coordinate of the center of mass of the sand and biomass are plotted as a

function of time. It shows the particular transient structure due to the bubbling of the bed (both
sand and biomass ‡uctuate in phase). In general, the biomass is situated higher up in the bed than
is the sand. This is caused by two e¤ects: (i) the biomass density is much smaller than that of
the sand due to its high porosity, and (ii) the general motion of the biomass is directed upwards
right after feeding due to bubbling, while on downward motion the particles have already partially
pyrolysed, before reaching the bottom of the bed (an exception being formed by the unreactive
char which remains). This particle segregation may be detrimental to tar production, indicating
the need to optimize this yield as a functions of reactor and feedstock parameters.

Parametric study This parametric study is devoted to …nding optimum conditions for maximiz-
ing tar yield as function of the relevant operating parameters. The parameters investigated include
the temperature of the inlet gas, the feed temperature of the biomass, the ‡uidization velocity (or
‡ux), the location of the feedpoint(s), and the type of feedstock used for pyrolysis.
Figures 12 and 13 show the yield and di¤erential reactor e¢ciency with respect to tar production,

respectively. The strong dpendence of both yield and DRE are noteworthy. Comparing the yield
with the DRE, it can be concluded that the reactor e¢ciency is a more practical way of examining
e¢ciency than is the yield which is, however, the quantity of ultimate industrial interest. Both
…gures indicate that the e¢ciency for tar production reaches a maximum at either 750 or 800 K;
an extended simulation time is required to draw a stricter conclusion with respect to the optimum
temperature. The abrupt decrease in tar DRE at small times corresponds to the large char DRE
(see Fig. 17) resulting from the low biomass temperature. As the biomass temperature increases,
so does the tar DRE concomitantly with the reduction in char DRE. The tar DRE is reduced by
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the large char DRE at small gas temperatures, and by the large gas DRE at high gas temperatures
(see Fig. 15). Figures 14 and 15 show similar results for the gas production. The yield indicates a
monotonic increase as temperature is increased, however, the gas DRE seems to be minimized for
Tg = 750K, indicating that this is the most likely optimal temperature for maximizing tar yield.
Similarly, for the production of char, Figures 16 and 17 show that the of char production increases
with Tg, as pyrolysis is more vigorous. However, the char DRE decreases with increasing Tg, in
agreement with the known hindrance of char production at larger reactor temperatures.
Figures 18 to 23 show the e¤ects of variations in biomass feed temperature, ‡uidization gas

‡ux, and the biomass injection point, respectively on the tar yield and the tar di¤erential reactor
e¢ciency. The results show that the changes in these parameters cause only minor variations in the
tar yield. The results should be interpreted accounting for the assumption of no pyrolysis before
entering the reactor and uniform particle temperature (kinetically controlled regime).
Finally, Figures 24 and 25 show the e¤ect of employing di¤erent biomass types as feedstock.

Bagasse returns the highest tar yield due to the largest proportion of cellulose and the smallest
proportion of lignin present in this feed, however its DRE is lowest due to the largest gas DRE (not
shown). Basically, the formed tar decomposes to gas before it can be collected. This points out to
the higher than optimal ‡uidizing gas temperature for this case.

5 Conclusions
A comprehensive mathematical model has been derived which is capable of predicting the thermo-
‡uid dynamics of dense reacting gas-solid mixtures. The model is based on a multi‡uid description
obtained from systematic averaging of the local instantaneous equations using the kinetic theory
of granular ‡ows in combination with rigid sphere interaction models explicitly accounting for
collisional transfer. Multiple solid classes are considered to enable a di¤erentiation in either physical
properties or thermochemical behavior of various particle types, e.g. fuel vs inert particles. Separate
transport equations are used for each particle class, allowing for the independent acceleration of the
particles in each class and non-equilibrium processes leading to momentum and energy exchange
between respective classes, and between particles and the carrier gas. The model avoids heuristic
extensions from monodisperse results which are common in literature (Syamlal, 1993; Mathiesen
et al., 2000). To illustrate this general gas-solid reacting model, simulations are conducted for
biomass pyrolysis in a ‡uidized bed. In this speci…c case, a previously validated, chemistry model
for biomass particle pyrolysis (7 solid species, 2 gaseous species), capable of di¤erentiating between
di¤erent feedstocks is coupled to the hydrodynamics formulation.
The model has been applied to a variety of test cases in order to quantify its predictive capa-

bilities. Comparison of shear and normal stress component predictions in a simple shear ‡ow of a
binary mixture ignoring frictional transfer, reveal that for the lower bulk fractions, the stresses are
somewhat overpredicted, whereas for the higher bulk fractions they are underpredicted. A com-
parison has also been made for the time-averaged particle pressure along the wall of a bubbling
‡uidized bed for di¤erent values of the super…cial gas velocity. Predictions are generally in reason-
able agreement with the available experimental data. Additionally, predictions have been presented
for a homogeneously aerated bed, both with sand particles and with a sand-biomass mixture. For
the monodisperse case, predictions of the solids volume fraction in the lower part of the bed have
been compared to an experimental correlation and agreement is fairly good. Computations of a
mixture of sand and biomass have shown that the qualitative behavior of the ‡ow is not changed.
The binary mixture model predicted a signi…cant amount of segregation, even during the short
timespan here investigated. Finally, the model has been applied to high temperature particle py-
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rolysis in a lab-scale ‡uidized bed reactor for which a parametric study has been performed. The
major operating parameter, determining the tar yield is the temperature of the ‡uidization gas.
Optimum yield was found for a ‡uidizing gas temperature of 750-800 K. Parametric variations in
other process parameters, such as ‡uidization ‡ux, biomass feed temperature, and feed position
were found to be of relatively minor importance.
The results of this comparison further indicate that the model captures the key features of the

pyrolysis process, and is general enough to be used for the optimization of reactor geometries and
operating parameters, such as gas temperature, biomass injection procedures, etc. The model is
presently used to optimize and scale up a biomass pyrolysis reactor for the National Renewable
Energy Laboratory (NREL) (Lathouwers and Bellan, 2000b).
The present theory can be extended to more general situations. Two such obvious extensions

are: (i) The consideration of gas phase turbulence, a model which has already been brie‡y outlined
(Lathouwers and Bellan, 1999). (ii) The generalization of the single particle distribution function
by seeking a solution to the Boltzmann equations that includes the e¤ect of the surrounding gas
on the velocity distribution function. This will lead to more accurate closure relations in the dilute
region and would extend the applicability of the model to e.g. circulating beds. Both of these
extensions can be made along the lines of Grad’s theory (Grad, 1949; Jenkins and Richman, 1985;
Peirano and Leckner, 1998), extended to a multiple-class granular mixture.
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7 Appendix A: Estimate of the ratio of heat transfer through
direct particle contact to gas-particle heat transfer

The goal is here to estimate the relevant timescales associated with gas-particle and particle-particle
heat transfer. To leading order, the averaged energy equation for particle class i is

(®½Cp)i
dTi
dt
=
6b®i¸gNui

d2p
¢Tgp +

X
k

Âik(¢E) (87)

with the notation of the main text. To simplify the analysis, we assume non-porous particles
(b®i = ®i). The timescale for gas-particle heat-transfer is thus readily identi…ed:

¿ gi =
½iCpd

2
i

6¸gNui
: (88)

The source integral for collisional transfer is

Âik(¢E) = ¾
2
ik

Z
¢E(g ¢ k)hikfifkdkdc1dc2dT1dT2 (89)
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where the expression for ¢E is given by eq. 28 and the integration over the particle masses has
already been carried out. In reality, the particles are not perfectly spherical. The radius of curvature
R (entering the expression for ¢E) therefore has a distribution associated with it. This does not
a¤ect the estimate of the collision integrals, especially since we are interested in order of magnitude
estimates. The integrand depends on the relative velocity as well as on the temperature di¤erence
of the particles, and therefore consistent with the formulation of section 2.4.

fi =
ni

(2¼£i)3=2
exp[¡(c1 ¡ ui)

2

2£i
]±(T1 ¡ eTi(r; t)): (90)

Simple estimates of the time-scale do not require the calculation of the source integral; it is su¢cient
to simply estimate it as ºc¢E, where the overbar denotes the average energy exchange. ¢E is
estimated using the expression for ¢E, (eq. 28) and ºc is the collision frequency. The collision
frequency in the low-drift limit is

ºc = ¼ninkhik¾
2
ik

p
8¼(£i +£k) (91)

where ¾ik is the mean diameter and hik denotes the radial distribution function at contact. The
integral is then readily estimated as

Âik(¢E) ' ºc
5(m=E)3=5(Rg)7=10

(½Cp¸)
¡1=2
i + (½Cp¸)

¡1=2
k

¢Tik ' ºc5(m=E)
3=5(R)7=10(£2 +£3)

7=20

(½Cp¸)
¡1=2
i + (½Cp¸)

¡1=2
k

¢Tik (92)

where we have approximated the relative velocity of the colliding particles as the square root of the
sum of the granular temperatures. The timescale for particle-particle heat transfer is thus

¿ ik =
(®½Cp)i

¼ninkhik¾2ik
p
8¼(£i +£k)

£ (½cp¸)
¡1=2
i + (½cp¸)

¡1=2
k

5(m=E)3=5(R)7=10(£i +£k)7=20
(93)

To estimate the two time-scales we consider the following representative parameters appropriate for
the dense regime (phases i and k denoting sand and biomass, respectively)

Nui = 2¡ 5
¸g = 5:10¡2 J=msK (Miller and Bellan, 1997)

¸i = 0:1 J=msK (CRC, 1992)

¸k = 1 J=msK (CRC, 1992)

®i = ®k = 0:25

di = dk = 10
¡3 m:

Ei = 1010 Pa: (CRC, 1992)

Ek = 7:1010 Pa: (CRC, 1992)

ºi = ºk = 0:16 (CRC, 1992)

½i = ½k = 1000 kg=m
3:

Cp;i = Cp;k = 1000 J=kgK:

£i = 10¡8 ¡ 10¡2 m2=s2:

The gas-particle heat transfer time-scale is then

¿ gi =
½iCid

2
i

6¸gNui
2 [0:6; 1:5] s: (94)
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On the other hand, the particle-particle heat transfer time-scale can be rewritten as

¿ ik =
K

hik
(2£)¡17=20 s (95)

whereK is a constant of order 250. Taking the upper-limit for the granular temperature of £ = 10¡2

gives ¿ ik = 7000=hik s. As hik is of the order 5 for this packing, ¿ ik >> ¿ gi (even for this upper limit
of granular temperature). The ratio ¿ ik/¿ gi is even larger for lower granular temperatures. This
analysis is, in principle, also valid for particle-wall collisions (except for a multiplicative constant
arising from curvature di¤erences). Considering the large ratio, ¿ ik/¿ gi, the particle-particle heat
transfer may be neglected in the regime where continuous frictional/rolling contacts prevail.

8 Appendix B: Calculation of collision integrals
The collision integrals for the source and ‡ux contributions are

Âik(Ãi) = ¾2ik

Z
(Ã0i ¡ Ãi)(g ¢ k)hikfifk

·
1 +

¾ik
2
k ¢r ln

fk
fi

¸
dkdc1dc2dm1dm2dT1dT2 (96)

µik(Ãi) = ¡1
2
¾3ik

Z
k(Ã0i ¡ Ãi)(g ¢ k)hikfifk

·
1 +

¾ik
2
k ¢r ln

fk
fi

¸
dkdc1dc2dm1dm2dT1dT2(97)

where the integration must be carried out over impending collisions (g ¢ k ¸ 0). As mentioned in
the main text, the single particle velocity distributions are Gaussians with their own temperature
and mean velocity, and are assumed delta-peaked around the mean mass and temperature

fi(c; r; t) =
ni

(2¼£i)3=2
exp[¡(c¡ ui)

2

2£i
]±(mi ¡mi)±(Ti ¡ eTi): (98)

Note that the term in the integrand containing the gradient of the distribution functions can now
be expressed in terms of gradients of the mean …elds:

r ln
µ
fk
fi

¶
= ¡r ln

µ
ni
nk

¶
+
3

2
r ln

µ
£i
£k

¶
+

¡ 1

£i
rui ¢ (c1 ¡ ui) + 1

£k
ruk¢(c2 ¡ uk) (99)

¡ 1

2£2i
(c1 ¡ ui)2r£i + 1

2£2k
(c2 ¡ uk)2r£k:

The most convenient way to calculate these integrals is to make a change of variables to g =
c1 ¡ c2 and cm =Mic1 +Mkc2. The Jacobian of the transformation equals unity

J =
@(c1; c2)

@(g; cm)
= 1=

@(g; cm)

@(c1; c2)
= 1=(Mi +Mk) = 1: (100)

Through this transformation the integrals become

Âik(Ãi) = ¾2ikhik
nink

(4¼2£i£k)3=2

Z
(Ã0i ¡ Ãi)(g ¢ k)

·
1 +

¾ik
2
k ¢r ln fk

fi

¸
£

expf¡ 1

2£g
(g¡¢uik)2 ¡ 1

2£ik
(cm ¡ u0)2gdkdcmdg (101)

µik(Ãi) = ¡1
2
¾3ikhik

nink
(4¼2£i£k)3=2

Z
k(Ã0i ¡ Ãi)(g ¢ k)

·
1 +

¾ik
2
k ¢r ln fk

fi

¸
£

expf¡ 1

2£g
(g¡¢uik)2 ¡ 1

2£ik
(cm ¡ u0)2gdkdcmdg (102)
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where the integration over m1, m2, T1, and T2 have already been carried out and the terms in the
integrand Ã0i¡ Ãi and r ln(fk=fi) must be expressed in the integration variables. For convenience,
the following parameters have been introduced

£g = £i +£k
1

£ik
=

1

£i
+
1

£k
; £ik =

£i£k
£i +£k

¢uik = ui ¡ uk
u0 = um + a0g (103)

um = (
ui
£i
+
uk
£k
)£ik

a0 = (Mi£i ¡Mk£k)=£g:

The integrals over k and cm are standard, and can be done with the help of standard integral
tables (see Chapman and Cowling, 1970 and Jenkins and Richman, 1985). The integrals over g are,
however, very cumbersome to perform, at least for general ¢uik. These integrals are of the general
form

I =

Z
N(g)expf¡ 1

2£g
(g¡¢uik)2gdg: (104)

Introducing the dimensionless variable z = 1
2£g
¢uik

2, the integrals have a polynomial form in z
combined with exponentials and errorfunctions. To avoid this algebraic complexity and since the
relative velocity is generally small in dense beds, the integrals are approximated for small z (or
small ¢uik). It is thus legitimate to expand the integrals in a Taylor series around z = 0 and retain
the lowest orders in z. Recently, Gourdel et al. (2000) have calculated several collision integrals
for general z, however, they only required the source terms in the case of homogeneous ‡ows (no
gradient integrals needed to be included). The integrals, calculated using the small z approximation,
properly reduce to those of Jenkins and Mancini (1987) calculated in the limit of small drift and
small temperature di¤erences.

9 Appendix C: Derivation of the self-di¤usion coe¢cient
The di¤usive ‡ux associated with ‡uctuations in particle velocity and a general variable ª reads
¡r ¢ (®i½i < Ciª

0
i >). As the distribution for ª is unknown, we use mean free path theory to

obtain a reasonable estimate of this ‡ux (Chapman and Cowling, 1970). Following Chapman and
Cowling we have

¡ < Ciª0i >¼
1

2
Cilirªi

where Ci is the average magnitude of Ci and li denotes the mean free path of particles in class i.
Comparing this formulation with the original ‡ux, we deduce the di¤usion coe¢cient as

Dii =
1

2
Cili

For a Gaussian distribution the average magnitude of the ‡uctuating velocity reads Ci = (8£i=¼)1=2,
while an expression for the mean free path in a dense binary suspension is given in Hsiau (2000).
The above di¤usion coe¢cient is only valid when the dynamics of the particle evolves relatively
slow between collisions, i.e. dª=dt ¼ 0, i.e. the timescale for collisions is much smaller than a
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characteristic timescale for particle dynamics. For dense systems, this condition is likely to be
satis…ed. Hsiau (2000) recently presented an analysis for heat conduction in granular ‡ows where
this assumption is relaxed.
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Reaction A(1=s) E(J=kmol)

Kc
1 2:8 ¢ 1019 242:4 ¢ 106

Kc
2 3:28 ¢ 1014 196:5 ¢ 106

Kc
3 1:30 ¢ 1010 150:5 ¢ 106

Kh
1 2:10 ¢ 1016 186:7 ¢ 106

Kh
2 8:75 ¢ 1015 202:4 ¢ 106

Kh
3 2:60 ¢ 1011 145:7 ¢ 106

K l
1 9:60 ¢ 108 107:6 ¢ 106

K l
2 1:50 ¢ 109 143:8 ¢ 106

K l
3 7:70 ¢ 106 111:4 ¢ 106

K4 4:28 ¢ 106 108 ¢ 106

Table 1: Rate constants and activation energy for the biomass pyrolysis kinetics scheme. The char
formation ratios for reaction K3 are: Xc = 0:35, Xh = 0:60, and X l = 0:75.
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Specie W (kg=kmol) Cp(J=kgK) ¸(J=msK) ¹(kg=ms) D(m2=s)

N2 28:013 1120:91 5:63 ¢ 10¡2 3:58 ¢ 10¡5 8:52 ¢ 10¡4
Gas 30 1100 2:577 ¢ 10¡2 3:0 ¢ 10¡5 1:1 ¢ 10¡4
Tar 100 2500 2:577 ¢ 10¡2 3:0 ¢ 10¡5 1:1 ¢ 10¡4

Table 2: Property values for the gas phase species. The properties for nitrogen are taken at
T = 800K and p = 100kPa.
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Species Cp(J=kgK) ½(kg=m3)

Biomass 2167 2300
Char 2333 1100
Sand 800 2600

Table 3: Speci…c heat and densities for solid species. Biomass refers to both virgin species and
active species.
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Feed cellulose hemicellulose lignin
bagasse 0:36 0:47 0:17
olive husk 0:22 0:33 0:45
maple 0:40 0:38 0:22
oak 0:35 0:40 0:25

Table 4: Initial biomass composition by mass fractions (cf. Miller and Bellan, 1997).
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Run No Tg(K) Tb(K) Feedpoint Feedstock Fluid‡ow(kg=m2s)
1 600 400 1 bagasse 0.3
2 700 400 1 bagasse 0.3
3 750 400 1 bagasse 0.3
4 800 400 1 bagasse 0.3
5 850 400 1 bagasse 0.3
6 950 400 1 bagasse 0.3
7 750 450 1 bagasse 0.3
8 750 500 1 bagasse 0.3
10 750 400 1 bagasse 0.4
12 750 400 1 olive husk 0.3
13 750 400 1 maple 0.3
14 750 400 1 oak 0.3
16 750 400 1+2 bagasse 0.3

Table 5: Summary of operating parameters in the simulations performed.
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Figure 1: Predictions of the total shear (left) and normal stresses (right) generated in a simple
shear ‡ow of a binary mixture as function of shear rate for various bulk solids fractions, compared
with the experimental data from Savage and Sayed (1984). Predictions: —– binary model, - - -
-, monodisperse model. Experimental data: ¥: ®tot = 0:498;N: ®tot = 0:512; ²: ®tot = 0:528;H:
®tot = 0:542:
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Figure 2: Predictions of the total time-averaged solids pressure along the wall compared to ex-
perimental data of Campbell and Wang (1991) at di¤erent super…cial gas velocities. Predictions:
Vg = 0:4: —–; Vg = 0:6: - - - ; Vg = 0:8:–¢–, Experimental data: Vg = 0:4: ¥; Vg = 0:6: , N;
Vg = 0:8: ².
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Figure 3: Instantaneous …elds of the solid phase fraction (left), gas velocity (middle) and solids
velocity (right) at t = 3s. (only 1 out of every 9 velocity vectors is shown).
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Figure 4: Solid phase volume fraction in the lower bed as function of the super…cial gas velocity: ¥
present model, —– experimental correlation of Johnsson et al. (1991), - - - equilibrium solution of
two-‡uid equations.
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Figure 5: Instantaneous distributions of sand (left) and biomass (middle) concentrations, and of
the segregation parameter (right) at t = 6s.
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Figure 6: Time evolution of the y-coordinate of center of mass of sand and biomass compared to
that of a monodispersed simulation: monodisperse:—–, sand: - - - ; biomass: –¢–.
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Figure 7: Schematic of the ‡uidized bed reactor.
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Figure 9: Contours of partial density of biomass, tar, gas and char at t=2.5 s.
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Figure 10: Contours of the temperatures of the gas (left), sand (middle), and biomass (right) at
t=2.5 s.
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Figure 11: Averaged vertical coordinate of center of mass of sand (——–) and biomass (- - - - - )
particles in the reactor. Data re‡ect case no 4.
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Figure 12: Tar yield as function of time for various gas temperatures; otherwise standard conditions.
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Figure 13: Tar di¤erential reactor e¢ciency as function of time for various gas temperatures; oth-
erwise standard conditions.
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Figure 14: Gas yield as function of time for various gas temperatures; otherwise standard conditions.
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Figure 15: Gas di¤erential reactor e¢ciency as function of time for various gas temperatures;
otherwise standard conditions.
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Figure 16: Char yield as function of time for various gas temperatures; otherwise standard condi-
tions.
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Figure 17: Char di¤erential reactor e¢ciency as function of time for various gas temperatures;
otherwise standard conditions.
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Figure 18: Tar yield as function of time for various biomass feed temperatures; otherwise standard
conditions.
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Figure 19: Tar di¤erential reactor e¢ciency as function of time for various biomass feed tempera-
tures; otherwise standard conditions.
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Figure 20: Tar yield as function of time for di¤erent ‡uidization ‡uxes; otherwise standard condi-
tions.
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Figure 21: Tar di¤erential reactor e¢ciency as function of time for di¤erent ‡uidization ‡uxes;
otherwise standard conditions.
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Figure 22: Tar yield as function of time for di¤erent feedpoint con…gurations; otherwise standard
conditions.
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Figure 23: Tar di¤erential reactor e¢ciency as function of time for di¤erent feedpoint con…gurations;
otherwise standard conditions.
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Figure 24: Tar yield as function of time for various biomass feedstock; otherwise standard conditions.
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Figure 25: Tar di¤erential reactor e¢ciency as function of time for various biomass feedstock;
otherwise standard conditions.
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